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Disclaimer 
 

All rights reserved. No part of this publication may be reproduced, distributed, or transmitted in any form 

or by any means, including photocopying, recording, or other electronic or mechanical methods, without 

the prior written permission of the owner, except in the case of brief quotations embodied in critical 

reviews and certain other non-commercial uses permitted by copyright law. For permission requests, 

write to the Edgegap, at info@edgegap.com. 

 

All Right Reserved to Edgegap Technology Inc. 

  

mailto:info@edgegap.com
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Preface 
 

When it comes to online gaming, a lot of studios are in the same situation: they only use one service 

provider for their cloud infrastructure. It limits their reach and prevent them from extending their network 

to locate game instances closer to players, which would allow a better user experience. 

Ubisoft agreed to work with Edgegap and share live data about a specific call-flow for one of their AAA 

games, Far Cry 5. In this game, they use Peer-to-Peer technology to enable multiplayer gaming. 

Unfortunately, some players have strict “Natting” rules in their home router. Those rules may prevent P2P 

communications. Ubisoft worked around that problem by redirecting the data transmission with a 

component called a “relay”. Those relays act as an intermediate between a player with strict NAT and the 

rest of the group playing a given match. 

The issue lies with the distance between relays and players. Ubisoft is using public cloud infrastructures, 

being able only to choose from a handful of sites. Using Edgegap Technology, we have demonstrated that 

we can reduce latency on each of the 4 segments of the communication, as shown in the diagram below.  

By taking a dynamic approach in how decisions were made and automated for each player, we geo-located 

relays closer from players. That resulted in latency reductions, more stable network, less jitter, less packet 

drops and potentially overall improved player’s experience. As seen in the diagram below, deploying 

“Relay1” closer from Client1 and “Relay2” closer from Client2 provided lower latency for segment A and 

C. Segment B and D were either improved or remained the same, resulting in a total latency (A+B+C+D) 

being lower than what is typically seen.   

 

 

As shown above, for this game, there are at least three (3) stream of communications as shown below; 

one between a player and its closest relay, one between the relay and other players, and one between 

the players themselves. We tested and measured every segment in this diagram using Edgeagp solution 

and Edge Computing. Conclusions in this report are representatives of the measurements made 
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throughout our tests. We could not compare some part of our tests (segment B and D) due to Ubisoft not 

having the data (they only collect a certain percentage of the metrics they gather).  We were able to 

compare segment A, C and provide specific metrics on the sum (A+B+C+D) therefore showing what the 

total latency would be using Edgegap solution.  

 

 

Ubisoft provided a dataset from one of their game, which use those relays. The data was reprocessed 

using our system to “replay” the environment for each of those players. This happened a few weeks after 

the actual transactions occur, thus giving us a similar context. That allowed us to gather telemetry and 

automate decisions as to where relays should be deployed in real-time.  

Data used in this report is real data gathered in a live environment. None of the data have been modified. 
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Definitions 
 

Definitions to help reading this report: 

 

- RTT (Round-trip time): time required for a packet to travel from a specific source to a specific 

destination and back. 

- Latency: delay between the time it takes for a packet to go from point A to point B.  

- Request ID: Our internal Unique Request ID to track a transaction made in 9ŘƎŜƎŀǇΩǎ system, 

typically associated with a match and its set of players. 

- Improvement: Differences between the initial data and the result using the following formula: 

(initial ς result) / initial 
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Section 1.0 

Summary 
 

We submitted the 600,000 transactions provided by Ubisoft to our system. This allowed us to measure in 

real-time how network performance and player’s experience would have been improved by dynamically 

deploying relays at the edge instead of simply relying on the public cloud. Below is a summary of the 

outcome: 

¶ Improved player experience 95% of the time 

¶ Average round trip time reduced by 58% 

¶ 78% of players below 50ms (vs 14% without Edgegap) 

¶ 91% of players below 100ms (vs 67% without Edgegap) 

 

The compiled results during those tests, which can be seen throughout this report, allow us to conclude 

that the automated decision made by our system improved player’s experience 95% of the time versus 

current Ubisoft’s configuration. We were able to compare our results vs Ubisoft’s one since the data they 

provided included actual latency seen by players using their current architecture.  

 

FIGURE 1. PERCENTAGE OF MATCHES IMPROVED VS UBISOFT CURRENT ARCHITECTURE 
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The graphic below represents the delay, seen as round-trip time between the player and the relay, for 

each transaction. The blue line shows what those results would have been using Edgegap system while 

the orange line shows actual numbers as provided by Ubisoft. We are seeing a much better network 

performance with a diminution of the average RTT by 58% by using our solution. This means that the 

average round trip time would have been close to a third of what it is today. 

 

  

FIGURE 2. RTT DISTRIBUTION WITH/WITHOUT EDGEGAP SOLUTION 

 

 

 

 

 

 

 

 

 

 

-0.001

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0 50 100 150 200 250 300 350 400 450 500

D
is

tr
ib

u
tio

n

RTT

Average Round Trip Time (ms)

Edgegap Ubisoft



 

  

                COPYRIGHT © EDGEGAP TECHNOLOGY INC. 2019 

8 

 

The following bar graph shows the average RTT for each group. The first one shows that the average for 

those transactions would have been of 49ms whereas Ubisoft got an average of 116ms by using their 

current architecture.  

 

 

FIGURE 3. AVERAGE RTT WITH/WITHOUT EDGEGAP SOLUTION 
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You can see below that while it is impossible to eliminate latency, we were able to improve player’s 

experience by a wide margin. During our test, 78% of the player ended up with an average RTT below 50 

milliseconds, versus 14% only without our edge computing-based solution.  

 

 

FIGURE 4. PLAYERS UNDER AND ABOVE 50MS OF RTT 
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Using a similar graphic, we can also demonstrate that with our unique dynamic orchestration solution, 

we were able to allow 91% of the players to get below 100ms, versus 67% without Edgegap. The goal 

here is to show that we can mitigate what is called the “long tail”. Those are players with a round trip 

time above 100-200ms and are typically the one who will complain the most in public forums on the 

internet about a specific game.  

 

 

FIGURE 5. PLAYERS UNDER AND ABOVE 100MS OF RTT 
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Section 2.0 
 

Methodology 
 

Edgegap received 600 000 transactions entries from Ubisoft which included a timestamp, the player’s IP, 

the Relay’s IP and the average RTT. The player’s IP were sometimes repeated since a player can play 

multiple times a given game, but with different timestamp. Entries are grouped by 4 (Relays IP) since 

Ubisoft ping each of their four (4) relays to know which one is the best. This resulted in 150,000 Unique 

entries/matches that we processed in our system. 

Some player’s IP were unreachable during our test, either because they were offline when we executed 

our tests or because their home router/ISP was not allowing ICMP reply. Those results have been 

discarded to clarify the report. For those who were reachable, we used our system to measure real-time 

telemetry from within edge locations around each of those players, and then compared the data with 

Ubisoft’s results. 

 

 

FIGURE 7. CASE STUDY PROCESS 
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Measurements 
 

First of all, we parsed the data from Ubisoft by grouping repeated player IP together and then, grouped 

average RTT data into repeated timestamp (average RTT grouped by players then by timestamp). From 

this, we processed them into our scalable environnement by generating standard requests to our API. 

Using our API response, we inserted Ubisoft data to our Request ID in order to track the data and allow 

for easy comparison. After that, each request went through its normal flow to seek informations about 

the player. It then resolve the potential edge sites to maximise network perfomance and deployed our 

telemetry tools into those sites. Those probes returned data to our main system to make the best possible 

decision on where the relay should be located. We store this information in our Big Data system to be 

used later to compare against Ubisoft’s results. The numbers we used do not include the time taken by 

the game to process the data. We assumed the game to take an average of 10ms to process the data, 

therefor we removed 10ms from every entry in Ubisoft dataset. 
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Section 2.1 
 

Compiling 
 

After processing those entries in our platform, we extracted metrics from our big Data system. We 

grouped the data by mapping it with the unique Request ID to link both our data and Ubisoft values. From 

the 150,000 unique entries, we discarded unreachable players and compiled valid data into a unique 

report where we compared metrics like average RTT provided with our values. 

 

Results 
 

Since Ubisoft only provided average RTT per player to compare with our results, we consider a match 

improved when our average RTT was less than Ubisoft average RTT for a unique timestamp for a unique 

player IP. We do have metrics about other aspect of the communication, like jitter, packet drops and such. 

We could not compare those to Ubisoft as they don’t track them in their system. We do track those 

metrics using our platform and can provide what their values were during our tests. 

From those entries, some had to be discarded because players could not be reached, either due to their 

device not being connected or something preventing ICMP traffic. The percentage of player we can reach 

would be much higher in a production environment as player’s devices would be up and connected. For 

ICMP traffic related problems (i.e. home router prevents ICMP reply), the fallback decision is made using 

longitude and latitude which still provides a much closer relay location. Another method we use is an 

agent in the game to help Edgegap decision’s maker.  

Multiple entries provided by Ubisoft had invalid values. For example, RTT values were above 4 million, 

some other had empty value, etc. Those entries were discarded from the final report. 

At the end, grouping entries by timestamp then by Player IP, we got 57369 Unique requests processed 

with valid results.  
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Section 3.0 
 

Locations: key to success 
 

Many people tried to create work-around to fix latency problems in gaming by working on the netcode, 

creating special vpn, and similar network-based solutions. Truth is, latency is a matter of distance. 

Distance is a problem because you can’t go faster than the speed of light, but also because the longest 

the path is between 2 points, the more chances you stand from having to face multiple hops (i.e. routers) 

along the way.  

By adding more potential choices to where payload like Ubisoft’s relay can be deployed, we are fixing 

latency at its root cause. Today, Ubisoft uses 4 locations for their relays. In comparison, when we tested 

using our system, we used a potential list of 142 locations. This number will grow by the thousands in the 

upcoming years as service providers are deploying more and more locations. Having a flexible, dynamic 

orchestrator will be key in getting the most of these new emerging infrastructures.  
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The data received from Ubisoft represented the traffic for a given game, over the course of 6 days. The 

game is Far Cry 5, which use peer to peer for communication between clients in a given match. We only 

received a portion of the traffic during those 6 days, and based on the heat map below showing player’s 

locations, we can see that the transactions for the data received occurs while it was daytime in Asian 

regions. This is interesting as we currently have a fairly limited amount of edge locations in Asian 

territory. We can conclude that while we showed drastic improvement for player’s experiences, we 

should be able to improve those numbers even more if players are located in north America, and as we 

add locations in Asia. 

 

 

 

 
 

 

 

 

 

 

 

 

 

FIGURE 7. PLAYER’S LOCATIONS IN UBISOFT DATASET 
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The following map shows Ubisoft relays locations. They use a public cloud to host those relays. Those 

relays are located in Ashburn, Frankfurt, Singapore and Sydney. 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 8. UBISOFT CURRENT RELAYS 
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Below is a map showing every location we use to measure and potentially deploy Ubisoft relay. These 

locations are a mix of different edge computing infrastructure providers and public cloud providers. As 

time goes by you can expect this number to increase, especially with the telecommunication industry 

starting to deploy edge computing locations in their own network.  

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 9. LOCATIONS USED BY EDGEGAP SOLUTION 

 


